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Abstract

A recent replication of 100 psychological studies, conducted by the Open Science Collaboration (2015) revealed that the reproducibility of psychological research is far lower than desirable, and also suggested that variables such as the sub-discipline of psychology, the original strength of evidence, and the extent to which the original effect was surprising in fact predict the likelihood of replication for a particular study. This paper presents a different approach to the problem of predicting reproducibility, by analyzing the text in the abstracts of 91 of the original studies to investigate whether specific word use or textual characteristics in the abstracts of scientific papers can provide insight into the extent to which they will replicate. A latent semantic analysis of the abstracts, followed by text-classification revealed that the textual content in the abstracts can predict the reproducibility of a particular study with 70% accuracy, and that specific word use may be indicative of findings that are likely to replicate. Additionally, there was no evidence of lexical diversity or parts-of-speech usage predicting the likelihood of replication, although the longer length of the abstract did predict replication status for the abstract. These findings suggest that specific linguistic properties in the abstract text may not be particularly informative in and of itself in predicting replication, although the specific types of words used in the abstract might provide further insight into the type of study, and the likelihood of replication, as shown by the text classification approach.
Replicability is a critical, defining feature of science, and whether psychological science meets this criterion of reproducibility is an open question that has received considerable attention in the recent news. A reproducibility project conducted by the Open Science Collaboration (2015) attempted to replicate 100 psychological studies published in high-ranking psychology journals and reported that only 36% of the original results were statistically significant in the replication attempt. This project sparked off an important debate in the field of psychology regarding the value of statistical significance (Wasserstein & Lazar, 2016), the publication bias (Bialystok, Kroll, Green, MacWhinney, & Craik, 2015; Francis, 2012), and the need for newer, more powerful statistical tools to assess reproducibility in psychological research (Etz & Vandekerckhove, 2016).

An important aspect of scientific research is accurately communicating scientific findings, but the influence of language in academic communication has not been adequately studied, even though there is evidence to show that specific word use and linguistic styles shape perception and inheritance of cultural norms (Gelman & Roberts, 2017). It is possible that academic papers reflect specific linguistic characteristics that may be an indicator of their likelihood to replicate. This paper presents a new approach to understanding the replication crisis by analyzing the text of 91 of the original studies in the reproducibility project, and exploring whether any linguistic variables predict whether a particular abstract will replicate in the future. We explore this question through latent semantic analysis and text classification, and also look at the impact of lexical diversity and parts-of-speech usage on replication.
Method

Materials

Plain texts abstracts of 91 of the original studies from the reproducibility project (Open Science Collaboration, 2015) were extracted and used as the primary corpus for analyses in this study. Information about whether a study was replicated or not was obtained from an openly available dataset shared by the Center of Open Science at https://osf.io/ezcuj/files/. This dataset provides information about authors and co-authors of the original studies, results of the replication attempt, “surprisingness” of the result and several other variables relevant to the original studies in the reproducibility project.

Procedure

Importing and Sorting Texts. All abstract texts were imported into Python 3.4 and merged with replication data from the Center for Open Science to form a collection of abstract texts and a label that indicated whether the corresponding study replicated (1) or failed to replicate (0). This composite dataset was then used in all further analyses. Figure 1 displays the code used to import and sort the texts.

Calculating Linguistic Properties. Lexical diversity was calculated for each text, before and after removing punctuations and stopwords from the English language. Numbers were not removed from texts at this point since authors may frequently cite other authors, which may improve lexical diversity and may contribute to the likelihood of replication. Each token in the text was also tagged using a parts-of-speech (POS) tagger available through the nltk package in Python. Figure 2 displays the code used to calculate lexical diversity and perform POS tagging on the texts.
Splitting the Corpus into Training and Test Set. The complete corpus of 91 texts was randomly split into a training and test set based on a 70-30 percent ratio. The classifier was first trained using the abstracts and replication labels in the training set (68 texts), and was then applied to the remaining texts in the corpus (23 texts) to evaluate classification accuracy.

Applying Latent Semantic Analysis. Before proceeding to the classification stage, all texts were processed and converted into term-document matrices using latent semantic analysis. This process involved three stages: (1) converting the raw text into a Term-Frequency (tf) matrix, which results in a matrix that tabulates the frequency of every term in a single text; (2) calculating the Inverse Document Frequency (idf), which is the logarithm of number of texts in the total corpus divided by the number of texts in which the particular term appears; (3) Multipliying the tf and idf matrices to ensure that each term is appropriately weighted by its relative frequency of occurrence and importance in the corpus; (4) Applying truncated singular value decomposition to the resulting tfidf matrix decompose the matrix into meaningful components and simultaneously reduce the dimensionality of the matrix. The final result from these analyses is a set of components derived from the terms in the corpus, and each text in the corpus expressed as a linear combination of these components. Figure 3a shows the five components used in this analyses as a linear combination of the terms in the training set, and Figure 3b shows each text in the corpus as a linear combination of the five components. After applying latent semantic analysis to the training set, the test set was transformed to fit the latent semantic space generated by the training set.

Classifying Text. Following the singular value decomposition of the training and test sets, the resulting matrices were passed to a batch classifier that used 8 different classifiers to classify the texts in the test set as replicable or not replicable. The classifiers used in this study
were logistic regression, k-nearest neighbors, linear support vector machine (SVM), gradient boosting classifier, decision tree classifier, random forest classifier, neural net classifier and Naïve Bayes classifier. The code used to implement these classifiers is available from http://ataspinar.com/2017/05/26/classification-with-scikit-learn/. The final results from these analyses included the overall performance of each classifier, on the training and test set, total time taken to perform classification and the final result of classification for each text in the test set.

**Results**

**Lexical Diversity.** Figure 4 displays the lexical diversity of all texts in the corpus as a function of their replication status. A generalized linear regression model with probability of replication as a binomial outcome variable, and lexical diversity as a predictor revealed that lexical diversity does not predict the likelihood of replication, odds ratio = 0.19, \( p = 0.62 \). Interestingly, when the length of the abstract is added as an additional predictor to the model, lexical diversity does not significantly predict the likelihood of replication, suggesting that the richness of the abstract is not a potentially strong indicator of replication. However, length (in number of words) predicts likelihood of replication, odds ratio = 1.02, \( p = .042 \). These results suggest that longer abstracts have a greater likelihood of replication. Figure 5 displays the predicted probabilities of replication as a function of abstract length, as predicted by the regression model.

**Parts of Speech Usage.** Figure 6 displays the percent occurrence of adjectives, nouns, verbs and other parts of speech in all texts of the corpus as a function of their replication status. A generalized mixed effects regression model with probability of replication as a binomial outcome variable and percentage occurrence, and type of POS as predictors revealed that percent
occurrence of parts of speech in the abstracts does not predict the likelihood of replication, $\chi^2(3) = .053, p = .997$.

**Classifier Performance.** Table 1 displays the classification accuracy and completion times for all classifiers, based on one sample of the training and test set. Most classifiers were at-chance prediction, suggesting that the likelihood of replication was difficult to predict from the text in the abstracts, but the logistic regression, linear SVM and neural net classifiers performed the best with approximately 70% accuracy. Figure 7 displays the performance of the k-nearest neighbor classifier based on one run of the corpus, since it was not a good classifier and performed below-chance on these data. It can be seen that this classifier was generally good at predicting when an abstract will not replicate, but did not perform well when predicting replication for successfully replicated abstracts. Using the package eli5, the contribution of specific features from a document in the replication process was also examined for the logistic regression classifier. Figure 8 displays results from 4 abstract texts when the classifier made the correct decision, with the probability of replication and the specific features that contributed positively (in green) and negatively (in red) to the classifier decision. Interestingly, words such as “experimental”, “successful”, “empirical” and “evidence” seem to indicate higher probability of replication, whereas phrases such as “may”, “possible”, “may indirectly lead to” in the abstract seem to indicate lower probability of replication by the classifier. These results suggest that using language that signifies experimental work and concrete evidence seems to be an indicator of successful future replication, whereas hedging claims with qualifiers like “may” and “possible” likely indicates that the study will not replicate.
Conclusion

The current study investigated the influence of specific linguistic features on the likelihood of replication, using abstract text from 91 psychology papers published in high-ranking scientific journals. We found no evidence of lexical diversity or parts of speech usage in predicting the likelihood of replication. The length of the abstract emerged as a significant predictor of replication, suggesting that abstracts of papers that explain their work in detail are possibly more likely to replicate. However, this effect was small and so further work would be needed to clarify the effect of length on the likelihood of replication. Further, based on classifier performance, it appears that specific words such as “experimental” and “successful” might be weak, but important signatures of replication, although several of the classifiers were also at-chance performance, suggesting that abstract text in and of itself may not be a very powerful predictor of future replication.
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### Table 1

Classifier performance accuracy for abstract texts

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Training Score</th>
<th>Test Score</th>
<th>Train Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.588</td>
<td>0.696</td>
<td>0.006</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>0.574</td>
<td>0.696</td>
<td>0.002</td>
</tr>
<tr>
<td>Neural Net</td>
<td>0.588</td>
<td>0.696</td>
<td>0.095</td>
</tr>
<tr>
<td>Gradient Boosting Classifier</td>
<td>1.000</td>
<td>0.522</td>
<td>0.308</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>1.000</td>
<td>0.522</td>
<td>0.001</td>
</tr>
<tr>
<td>Random Forest</td>
<td>1.000</td>
<td>0.478</td>
<td>1.139</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.662</td>
<td>0.478</td>
<td>0.001</td>
</tr>
<tr>
<td>Nearest Neighbors</td>
<td>0.765</td>
<td>0.304</td>
<td>0.002</td>
</tr>
</tbody>
</table>
Figure 1. Python code demonstrating the procedure used to import abstract text and replication status and split into training and test set for classification.
Figure 2. Python code demonstrating the procedure used to calculate lexical diversity and count the number of nouns, adjectives, verbs and other POS in the abstract text.
Figure 3a. Each abstract as a linear combination of 5 components, obtained after latent semantic analysis on the abstract corpus.

Figure 3b. Each component as a linear combination of the features extracted from the abstract corpus via latent semantic analysis.
Figure 4. Replication status of the abstract as a function of lexical diversity of the abstract.
Figure 5. Replication status of the abstract as a function of the length of the abstract (in number of words), as predicted by the generalized linear logistic regression model.
Figure 6. Replication status of the abstract as a function of the percentage usage of adjectives, nouns, verbs and other parts of speech in the text.
**Figure 7.** Performance of the k-nearest neighbors classifier as a function of actual replication status for the abstract texts. A “match” indicates when the classifier correctly identified an abstract as “replicated” or “not replicated”.
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Figure 8. Specific prediction probabilities and top features for 4 abstracts on which the logistic regression classifier correctly predicted the replication status.